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Abstract

Mental health concerns, such as depression, pose significant
challenges for support systems in effectively identifying af-
fected individuals. On the other hand, people suffering from
depression often find it easier to discuss on social media
rather than in face-to-face interactions. Additionally, the de-
velopment of distressing conditions typically arises from a
multitude of factors accumulated over time rather than a sin-
gular event. To gain a fine-grained understanding of these
facets, in this work, we perform a longitudinal analysis of
the tweeting behaviour of Indian users who post content re-
lated to self-harm. We categorise users based on their post-
ing frequency and examine various aspects including their so-
cial network, bio descriptions, tweeting preferences, temporal
variations and cognitive indicators. By elucidating these nu-
ances, we aim to contribute insights that could aid in the early
detection of mental health issues and prompt timely interven-
tion from support networks.

Introduction
Today, a large number of people around the world suffer
from mental health issues like depression and anxiety. Men-
tal health support systems are in place to help people who
are struggling with mental health problems. However, these
systems often face the challenge of identifying people who
need immediate help. This is because people who are de-
pressed may not always seek help, or they may not be able
to identify that they need help. Worryingly, unless attended
to in early stages, many individuals resort to deliberate self-
injury to cope with their acute feelings. In fact, self-harm is
reported to be one of the main causes of death at a young
age (Rane and Nadkarni 2014). Since 2005, the percentage
of teenagers and young adults who experience major psy-
chiatric distress, including suicidal ideation and suicide at-
tempts, has climbed by 71% (Twenge et al. 2019). In India,
around 85% of the total lives lost due to self-harm between
2015 and 2019 belonged to the age group 15 to 49 (Rane
and Nadkarni 2014).

Besides identification, mental health support systems face
another challenge – people suffering from depression find
it hard to express their feelings because they are ashamed
and have a constant fear of being judged (Wasserman et al.
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2012). Social media platforms like Facebook, Instagram, X
(Twitter) provide space for users to connect with others,
build communities, share personal life events, spread aware-
ness, and overcome fear and stigma (Ernala et al. 2018). Al-
most 60% of the Indian population are active on social me-
dia (Basuroy 2022a). Apart from entertainment, social me-
dia has evolved as a significant resource of information on
mental health. Researchers have leveraged social media plat-
forms for analysis and detection of self-harm content (Chan-
cellor, Baumer, and De Choudhury 2019; Aldhyani et al.
2022; Ophir et al. 2020). Social media like X allows users
to be pseudo-anonymous (disguised under imaginary pro-
file names), allowing people to reach out to others for help
without revealing their actual identity (Coppersmith et al.
2018; Robinson et al. 2015; De Choudhury et al. 2021). This
also helps to mitigate the bias present in surveys and self-
reported data (Yuan et al. 2023).

While there have been multiple studies on mental health
issues observed from the prism of social media (Aldhyani
et al. 2022; Ophir et al. 2020), we believe that such stud-
ies need to be undertaken in a particular geopolitical and
cultural context and in this work, we focus our attention on
India. Every nation possesses its own set of challenges, and
India is no exception. With a growing economy and the dubi-
ous distinction of being the most populous nation with 1.43
billion people, India has been witnessing numerous highs
and lows over the last few years (Mozumder 2023; Chatter-
jee 2023), ranging from the crises of unavailability of hos-
pital beds and medical oxygen during the height of COVID-
19 pandemic in May 2021 (Ghoshal 2021), the plight of the
migrant workers during nationwide lockdown (Varma 2019)
highlighting societal inequalities, to farmers’ protest against
three agricultural laws.1 Moreover, often Dalits and reli-
gious minorities2 have faced the problem of identity, secu-
rity, social discrimination, communal tensions and riots (In-
sights 2022; LotusArise 2022; Nations 2021). Such socio-
political activities have great implications on person’s men-

1The farmers’ protest took a toll on the agitating farmers’ men-
tal health leading to three suicides (BBC 2021).

2In December 2019, the Indian Parliament passed Citizenship
Amendment Act (CAA) to provide a route to citizenship to mem-
bers of six religious communities from Pakistan, Bangladesh and
Afghanistan but not for Muslims, which led to nationwide protests
spearheaded by Indian Muslims (BBC 2019).
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Issues Post

Covid Oxygen
My friends father was on the way to hospital and said pls see that I come back home, I dont want to die
gasping on the want of oxygen. And on day 3 we get a call that he is no more. These stories will keep
on going in our head with pain.

Labour Rights
Here in India - Migrant workers have died and are dying. Poor are dying. Children are suffering. Speak
up India. Speak up. #SpeakUplndia #DeathsofMigrantWorkers #MigrantLabourersDying
#SocialRevolution #WorkersUnite #EndHunger #GiveJobs #EqualPay #ConstitutionalRights

Farmer Protest
How do we account for the harms caused to so many farmers and their families during the period
preceding the withdrawal? How culpable is the union government and what should be the appropriate
reparation? #FarmLawsRepealed #FarmersProtest”

Minority
#Minority communities could not avail govt benefits due to lack of documentation and fear of
discrimination. #Muslims fear approaching state institutions for any kind of redressal for the fear of
discrimination. No families received scheme benefits in 4%-34% of 53 Muslim areas.

Dalits Dalit student other than me from our batch was attacked with so many questions in school. And we
both had only each other to share these everyday ‘casteism’ we had to face from school.

CAA
SOS - I am currently being detained at Nagpada Police Station. The police is targeting me now for
exercising my fundamental right to peacefully protest against CAA/ NRC. @MumbaiPolice I have not
violated any laws. I will take this further to the courts if need be.

Table 1: Tweets highlighting major challenges faced by Indians over past few years (author info omitted for privacy).

tal health. Table 1 shows some example tweets about the ma-
jor issues that have been surfacing in India over past years.

Earlier works on mental health of Indian social media
users (Di Cara et al. 2023; Roy et al. 2021; Lathabhavan
2020; Thippaiah, Nanjappa, and Math 2019; Kumar and
Nayar 2021; Barkur, Vibha, and Kamath 2020; Khasawneh
et al. 2020) have looked at a binary categorisation: one either
has mental health issues or not. However, in reality, people
gradually transition from the initial stage of anxiety to de-
pression, leading to extreme steps like suicide (Ageitos et al.
2021). Identification of this transition in the early phase can
help in preventing cases of self-harm. Furthermore, chang-
ing social, political and personal elements can have an addi-
tive effect on a person’s mental discomfort. Depression and
anxiety level keeps on changing with external factors and
thus there is a need to comprehend the change in users be-
haviour over time. Towards this, in this work, we undertake
a longitudinal analysis of Indian social media users, cate-
gorising them into three categories based on the posting fre-
quency of afflicting content – low, moderate and high fre-
quency users.

Collecting extensive longitudinal data from X between
2017 and 2021 for all three user categories, we try to answer
the following research questions in this paper: How engage-
ment and activity levels vary across user categories? How
users across different categories describe themselves? How
tweeting preferences, temporal characteristics, and cognitive
traits evolve over time for various user categories?

According to our analysis, users who post self-harm con-
tent more frequently follow many individuals but have fewer
people following them. As we transition from high to low
frequency users, the trend seems to reverse. The largest num-
ber of followers and lowest number of following are among
low frequency users. Most high frequency users connect
their identity with their hobbies and passions, while a larger
proportion of low and moderate frequency users associate
themselves with personal attributes and are vocal about their

concerns. We also examine the reactions of other users to
tweets posted by self-harm users. In contrast to tweets from
low and moderate frequency users, tweets by high frequency
users receive more comments. Additionally, self-harm con-
tent posted by high frequency users receive more attention as
compared to non self-harm content posted by the same user
set. High frequency users use mentions to spread the word
about their issues, and they are often seen addressing similar
topics in their original tweets, retweets, and comments.

Overall, our work helps in uncovering different categories
of users undergoing mental health issues and how their so-
cial media usage evolves with time. We hope that this work
will lead to follow-up efforts to identify early onset of men-
tal health issues and enable support systems to act accord-
ingly.

Related Work
Social media has become a crucial tool for analysing men-
tal health as it is easily accessible (Kosinski et al. 2015),
overcoming a number of difficulties in cutting-edge clinical
mental health evaluation techniques that depend on subjec-
tivity and retrospective recall bias (Lazer et al. 2009). Con-
siderable work is done in identifying and predicting depres-
sion among social media users (Coppersmith et al. 2018;
De Choudhury, Counts, and Horvitz 2013; De Choudhury
et al. 2021); implication of anonymous nature of platform
on self-disclosure (Andalibi et al. 2016; Ernala et al. 2017);
comparing the online and offline mental health behaviours
(Saha et al. 2017); comprehending social support measures
to encourage positive mental health (Andalibi, Ozturk, and
Forte 2017; De Choudhury and Kiciman 2017); identifying
the norms and practices of community (Chancellor et al.
2016); and how social platforms can be leveraged to pro-
vide support (Inkster et al. 2016). Previous studies (Eich-
staedt et al. 2018; Owen et al. 2023; Schemer et al. 2020; A.
et al. 2022) have conducted longitudinal analysis to predict
depression using social media data. However, our research
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hang myself hate myself am lonely
self injury take my life want death
self harm end my life kill myself

want to die been suicidal cut myself
suicidal thoughts commit suicide have no one

Table 2: Keyphrases used for collecting self-harm posts.

specifically targets Indian users, offering a more comprehen-
sive examination of posting behaviors and user traits. To the
best of our knowledge, this is the first work that performs
longitudinal analysis of self-harm users in India based on
the users posting frequency.

Dataset Gathered
Our dataset curation went through the following stages: (i)
collect tweets with several keyphrases, (ii) manually anno-
tate them to identify true instance of self-harm and get rid of
false positives, (iii) collect timeline of self-harm users, (iv)
gather a collection of random tweets, and (v) build and apply
a binary classifier to label timeline posts as self-harm or non
self-harm. Figure 1 shows various stages of data collection.

Collecting Self-Harm Tweets
We collected all public tweets with geolocation India be-
tween 2017 to 2022 which included any of the keyphrases
mentioned in Table 2, using the (now defunct) Twitter API
with academic research access. These key phrases were cu-
rated using the phrases mentioned in prior literature (Cop-
persmith, Dredze, and Harman 2014; Coppersmith, Harman,
and Dredze 2014). Through this data collection process, we
obtained 3,759 posts from 3,026 unique users. However, the
mere presence of these keyphrases does not necessarily indi-
cate intention of self-harm. Table 3 shows example instances
where the presence of a keyphrase can denote both pres-
ence and absence of self-harm intent. While there are tweets
depicting real cases of anxiety, depression and self-harm;
there are also tweets on disappointment with government
rules and policies, political and economic situation, death
of a famous celebrity, criminal offence or suicide in neigh-
bourhood, suicide awareness and prevention, dialogue from
a movie or drama, complaints about customer services etc.

To separate the true instances from false positives, we
manually annotated 3,759 posts as valid (true case) or in-
valid (false case). We employed three annotators, and dis-
agreements were resolved by a majority vote.3 We find 1,147
posts from 939 users depicting actual instances of mental af-
fliction. Since these 939 users have posted at least one men-
tally alarming post between 2017 and 2022, we refer to them
as the Focus Group. We concentrate on this focus group for
further analyses.

Compiling X Timelines of the Focus Group
Longitudinal studies have proven to be useful in explaining
how people behave in various situations. We analyse the fo-

3The annotators are aware of the Indian context and have a good
understanding of self-harm and non self-harm text.

Twitter

3,759 posts from 3,026 users

Collect data using 
keyphrases shown in Table 2

True Instance False Instance

1,147 posts from 939 users 2,612 posts

Crawl Users
Timeline

1.38M posts

6,594 posts

Twitter Suicidal Intention Dataset

9,119 posts

Pre-trained BERT model

Fine Fine-tuned BERT model

Collect data using 
common keyphrases

Random Sampling

Train Val Test Dataset

Train Tune

Performance 
Evaluation

Timeline Classification

27,598 afflicted posts

Source 1Source 2

Source 3

Figure 1: Steps followed for collecting data from users time-
line. Transformer based BERT model is fine-tuned using
data from three different sources. Model reported F1-score
of 0.91 on test dataset. Fine-tuned model classified 27,598
posts as mentally alarming.

cus group over time from 2017 to 2022. Towards this, we
attempted to collect the X timelines of all 939 users from
the focus group. We found 49 accounts to be deleted or sus-
pended, and gathered the timeline data for the remaining
890 users. The Twitter API generates an error message ‘user
not found’ or ‘user has been suspended’ for unavailable ac-
counts, we utilise this information to monitor deleted and
suspended accounts. Overall, we obtained 1,385,535 tweets
posted by the 890 users of the focus group.

Classifier for Automated Labelling
For further analyses, we need to identify how many among
these 1.38M tweets are related to self-harm. Since manual
annotation of 1.38M tweets is challenging, we use the state-
of-the-art transformer based BERT model (Devlin, Chang,
and Lee 2019) for the classification task. Previous research
has indicated BERT’s efficacy in binary classification tasks
in the realm of mental health (Owen et al. 2023). For our
task, we fine-tune the BERT base model to classify a post as
self-harm or non self-harm.4

Data for fine-tuning. The data for fine-tuning and testing
is collated from three different sources: (i) Twitter suicidal
intention dataset 5 with 9,119 tweets, amongst which 3,998
posts are labelled as suicidal intention and 5,121 are labelled
as non suicidal intention; (ii) we additionally collect 6,594
tweets from X using keywords like ‘shopping’, ‘travel’ and
‘happy’. Rationale behind this is that timeline posts can deal
with routine activities and may not depict self-harm content
always, hence such data is necessary for training the clas-
sifier;6 and (iii) the initial manually annotated dataset with
1,147 self-harm tweets and 2,612 non self-harm tweets.

4The classifier code is available at https://github.com/
garimachhikara128/MentalHealth/

5The dataset is available at https://github.com/laxmimerit/
twitter-suicidal-intention-dataset/

6We assume that since these tweets are obtained through key-
words denoting happy state of mind, they are non self-harm posts.
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Self-Harm Intent Present
I’ve decided to by myself take psychiatric help to give myself one last chance. If I see no improvement then I may just end
my life.
My life at the current stage is making me to want to end my life. I’m slowly losing all purposes that have kept me alive to
this day. I don’t know how much longer before I can no longer take it and finally end my life.
Today’s very very bad day, Anniversary of my parents, I’m the very unlucky daughter, I hate myself and my worst fate.
Yesterday and for many months before that, I’ve had intense stages of self harm. And these happen late, usually around
and after 12 AM. And there’s no suicide prevention helpline available. I called up one yesterday because I had self
harmed and they asked me to try Savasana ???
Self-Harm Intent Absent
It would have been suicidal for congress to let priyanka fight from Varanasi. She is just entering political arena and would
have surely lost big from Varanasi. A safe seat like Wayanad is required for her..!
After doing all household chores, I am loving to spend my time on Instagram, YouTube and WhatsApp more these days. I
am not much on Facebook because I want to cut myself from all the food pics.
It’s end of the crossroads now, wanna end my life long relationship with @Airtel Presence, wanna port my SIM into
@JioCare, Please let me know the process!
Today at 12:25AM, I have spent more than 45 mins in total waiting and searching for a ride at @Uber India. I almost hate
myself for being in situations like these where I need to rely on your service despite of the certainty of your services.

Table 3: Example instances showcasing presence and absence of self-harm intent.

Original Sampling Train + Validation TestData Class 0 Class 1 Total Class 0 Class 1 Total Class 0 Class 1 Total Class 0 Class 1 Total
D1 5121 3998 9119 2000 3998 5998 1600 3198 4798 400 800 1200
D2 6594 0 6594 2000 0 2000 1600 0 1600 400 0 400
D3 2612 1147 3759 1140 1142 2282 912 913 1825 228 229 457

4112 4111 8223 1028 1029 2057

Table 4: Table showcasing equal distribution of training, validation and test data from each data source. Original indicates the
actual data collected through existing repository and through X API. Random Sampling is done to guarantee equal propor-
tionality from both classes. 80% of the sampled data is used for training and rest 20% is used for testing. Amongst training
data, 80% is used for fine-tuning the model and other 20% is used for validation. Test data is employed to evaluate the model’s
performance.

Then, we randomly sample the dataset to ensure an equal
number of tweets from both classes, resulting in 8,223
tweets in the training+validation dataset and 2,057 tweets
in the test dataset. Table 4 shows the detailed breakup of
posts used for training, validation and testing. We observe
that the final fine-tuned BERT model exhibits good perfor-
mance on the test dataset with an accuracy of 91%. After
applying this classifier to 1.38M posts collected from differ-
ent users timelines, 27,598 tweets are classified as self-harm
and the remaining tweets are classified as non self-harm.

Categorising Users in the Focus Group
Based on the frequency of self-harm posts over the years,
we categorise the users from the focus group into three cate-
gories – low frequency users, moderate frequency users,
and high frequency users. Figure 2 shows the frequency of
self-harm posts between 2017 and 2022 posted by all users.
We define low frequency as those who posted less than 50
self-harm posts, moderate frequency who posted more than
50 but less than 150 tweets, and high frequency who posted
more than 150 tweets. Details about the user distribution
across these categories are shown in Table 5. We observe
that 1%, 3% and 8% of tweets posted by low, moderate

and high frequency users respectively reveal the presence
of mental discomfort. This suggests that when compared to
low and moderate frequency users, high frequency users not
only post more self-harm content but also a bigger percent-
age of their posts are distressing.

Characterising Different User Categories
In this section, we examine the long-term trends among
different user categories based on social media neighbour-
hood, bio description, tweeting preferences and temporal
variations. While there have been multiple works focusing
on mental health concerns, to the best of our knowledge,
this is the first work to consider the longitudinal differences
amongst Indian users based on the posting frequency.

Social Media Neighbourhood
The number of followers and followees of a user reveal
their attempt at socialising as well as the willingness to con-
sume outside information. Earlier works have shown that
power law best fits the in-degree distribution (followers),
whereas log-normal best fits the out-degree distribution (fol-
lowees) (Myers et al. 2014; Lerman, Yan, and Wu 2016). In-
terestingly, in our case (as shown in fig. 3), we observe that
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Figure 2: Total number of self-harm posts made by 890 users
of the focus group from 2017 - 2022. We select 50 and
150 as threshold for low, moderate and high frquency users.
Users with less than 50 self-harm posts are low frequency
users, users with self-harm post count between 50 and 150
are moderate frequency users, and users with self-harm post
count greater than 150 are high frequency users.

No. No. No. of Fraction
of of SH of SHCategory

Users Posts Posts Posts
low 739 1023919 10892 0.011

moderate 122 286042 10086 0.035
high 29 75574 6620 0.088

Table 5: Distribution of self-harm (SH) users and posts
across various categories.

both follower and followee counts obey log-normal distribu-
tion for all three user categories in the focus group. Table 6
shows the value of exponent α for power law and value of
mean and standard deviation i.e., µ and σ for log-normal dis-
tribution. Moderate frequency users are reported to have the
highest mean µ across both the measures of followers and
following and it is interesting to observe that the standard de-
viation σ is the lowest across medium frequency users, indi-
cating that most of the followers and following of moderate
frequency users are clustered around the mean, whereas for
low and high frequency users the spread is relatively higher
as compared to moderate frequency users.

Engagement. To assess levels of engagement across three
user categories, we establish three measures based on the
volume of users followers, following and tweets (Wang et al.
2017). We characterise the level of engagement of category
c in terms of measure m as follows:

Engagement(c,m) =

∑n
u=1 #mu

n
(1)

where c ∈ {Low,Moderate,High} and m ∈
{Followers, Following, Tweets}, n are the number of
users in category c and #mu denotes the count of measure
m for user u ∈ c.

Table 7 lists the statistics for social engagement. Low fre-
quency users show the maximum engagement for #followers
and high frequency users exhibit the maximum engagement
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Figure 3: Complementary cumulative distribution function
(CCDF) for count of followers and following. Red and blue
curves denote fitted power law and lognormal distributions
across low, moderate and high self harm frequency users.

Power Law Log-normalMeasure Category
α µ σ

Followers
low 1.205 4.661 2.589

moderate 1.168 5.955 1.820
high 1.197 4.948 2.456

Following
low 1.189 5.272 1.766

moderate 1.169 5.903 1.673
high 1.181 5.415 2.521

Table 6: Statistics for distribution of followers and follow-
ing. The parameter α assumes P (x) ∼ x−α for degree
x (power law). The µ and σ parameters assume P (x) ∼
1
x exp[ (ln x−µ)2

2σ2 ] (log-normal).

for #following and #tweets. One might argue that it was im-
plied for high frequency users to receive the maximum en-
gagement on #tweets since this itself was the categorisation
approach, but note that our method of categorisation is ex-
clusively based on the number of self-harm posts regard-
less of the total number of posts. In addition to posting more
instances of self-harm, high frequency users have the high-
est #tweets across all user types. Earlier works have reported
the shrinkage of networks as a useful indicator of impending
behavioural changes (De Choudhury, Counts, and Horvitz
2013). In contrast to low frequency users, who have a bigger
network of #followers, high frequency users have less indi-
viduals following them. This suggests that users who publish
more distressing content are less likely to be followed by
other users. High frequency users have highest #following,
which indicate they are more intrigued about others as com-
pared to low and moderate frequency users. Kolmogorov-
Smirnov (KS) test (Lilliefors 1967) revealed the results to
be statistically significant with p < 0.05.

Activity. We investigate which user category is most ac-
tive on Twitter. We quantify activity as the average number
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Measure Low Moderate High
Engagement

#Followers 1749.51 1372.76 817.07
#Following 643.84 1035.57 1203.97
#Tweets 1385.55 2344.61 2606.00

Activity
#Followers/day 0.65 0.72 0.37
#Following/day 0.61 0.65 0.94
#Tweets/day 1.05 3.06 11.1

Table 7: Social Media Neighbourhood: Statistics for En-
gagement and Activity across various user categories.

Low Moderate High

Profession
Personal

Interest
Quote
Faith

Concern
Empty
Other

0.246 0.221 0.310

0.403 0.459 0.310

0.275 0.369 0.345

0.161 0.139 0.069

0.038 0.041 0.000

0.019 0.025 0.103

0.104 0.041 0.069

0.035 0.033 0.069
0.0

0.1

0.2

0.3

0.4

Figure 4: Normalised score for labels across three different
user categories.

of followers, following and tweets per day.

Activity(c,m) =

∑n
u=1

(
#mu

du

)
n

(2)

where du is the number of days between – user u join-
ing X and his last post. Higher activity levels indicate
higher expressiveness (Ernala et al. 2017; Saha, Weber, and
De Choudhury 2018; De Choudhury et al. 2021; Yuan et al.
2023). Moderate frequency users have active #Followers/-
day whereas #Followers are not the highest for them, this
indicate users with moderate frequency are engaged for a
shorter amount of time on Twitter.

Bio Description
Users embark on significant communicative and identity dis-
close properties when they create their unique accounts, e.g.,
by filling up the bio sections, as opposed to being confined
solely to the content that gets posted thereafter (Greene and
Brownstone 2023; Chakraborty et al. 2017). We analyse bio
description of the 890 users from the focus group and label
them as ‘profession’, ‘personal’, ‘interest’, ‘quote’, ‘faith’,
‘concern’, ‘empty’, and ‘other’.
Profession: where a user describes something about their
profession, e.g., “Associate Director”, “Practicing Gynae-
cologist”, “Assistant Professor(Pharmacology)”, “Fitness
Coach”.
Personal: information regarding age, gender, birthday, ed-
ucation, location, religion, qualities and relations, e.g.,
“she/her 24”, “Astrophysics Scholar”, “Believe in Secu-

larism — Peace — Love”, “A proud Resident of Bihar”,
“Proud Father”.
Interest: where users highlight interests or hobbies, e.g.,
“BTS : Justin”, “Interest in Photography & Documentary
Making”, “a singer and baker by hobby”.
Quote: users use well known quotes or dialogue from
movies or pen down their thoughts in bio description, e.g.,
“Emptiness is better than something temporary”, “When
life gives you lemons, make lemonade of it”.
Faith: user mention about religion and God, e.g.,“God Pro-
tect Me”, “Jai Shree Ram”, “Inservice to Lord Krishna”,
“Burn the evil spirits and demons now and forever. Amen
omshanthi Allah”.
Concern: user raises concern regarding personal or societal
issues, e.g., “#cancel 12th board exam”, “Alone boy. Need
adoption or family”, “Dream IIT but no money and guid-
ance. Please help me for higher education.”, “My life Ded-
icated towards Saving & Serving Innocent Speechless Souls
(Animals)..In real,trying to be humane”.
Empty: user prefers to leave their bio description unfilled.
Other: bio description is not significant enough to convey
meaning, e.g., ‘#’, ‘eh.’, ‘...’, ‘anyway,,,’.

People use bio to express their self-identification, and in-
dividuals can opt to do so from a variety of perspectives,
hence a bio description can be tied to several labels. Fig-
ure 4 shows the normalised count of labels across differ-
ent user categories. 40.3% of low frequency and 45.9% of
high frequency users mention about their personal lives in
their bio descriptions, followed by profession and interest.
Majority of the low and moderate frequency users discuss
their personal traits on social media, on the contrary only
31% of high frequency users mention personal elements,
which suggests fewer high frequency users prefer to divulge
their personal identities on social media. The biggest per-
centage of high frequency users (34.5%) mention their ama-
teur interest, suggesting that they possess or at least identify
themselves with some leisure pursuits. An equal percentage
(31%) of high frequency users mention about profession and
personal elements, among high frequency users identifica-
tion is nearly equally distributed across profession, personal
and interest. Faith is mentioned in 3.8% and 4.1% of user
bios from low and moderate frequency users respectively, on
the contrary none of high frequency users referred to or ex-
hibited trust in God in their bio descriptions. Low and mod-
erate frequency users have only 1.9% and 2.5% bio descrip-
tions tied to concern, whereas, among high frequency users
10.3% of tweets address critical issues, suggesting high fre-
quency users are relatively more vocal about venting con-
cerns.

Tweeting Preference
We analyse how users from the focus group engage with
one another – interaction with posts and publishing of posts
(Wang et al. 2017).

Post Interaction. We consider three measures for interac-
tion with post - replies, likes and mentions. Figure 5 shows
average number of replies, likes and mentions received on
all set and self-harm set for different user categories.
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Figure 5: Post Interaction from 2017–2022 for various user categories. Average number of (a) replies (b) likes (c) mentions
received on all set. Average number of (d) replies (e) likes (f) mentions on self-harm set.

We first compare the measures across all set and self-harm
set. All set comprises of the entirety of timeline posts made
by users of the focus group, self-harm set refers to mentally
afflicting posts from the focus group’s timeline. i) Replies
for all set vary between [0,0.4] (fig. 5a), whereas for self-
harm set replies range between [0,12] (fig. 5d). Self-harm
set exert higher interaction – the average number of replies
are greater in comparison to all set, people on social me-
dia exhibit higher interaction with self-harm posts indicat-
ing higher social assistance, some earlier works have shown
replies can act as a proxy for social support (De Choudhury
and Kiciman 2017). ii) Number of likes for all set varies be-
tween [0,5] (fig. 5b), whereas the spread for self-harm set is
[0,16] (fig. 5e), however if we consider year 2018 and later,
the number of likes drop to range of [0,7], which is suffi-
ciently close to the likes received on all set. If we investigate
recent years, we can deduce that all set and self-harm set re-
ceive a nearly identical pattern of interaction with regard to
likes. iii) Figure 5c and 5f illustrates the mention count on
all set to range between [0,2] and self-harm set to range in
[0,7] respectively. Self-harm set have a higher count of men-
tions as compared to other posts, which indicates the intent
to disseminate the self-harm post to a broader audience.

Secondly, we compare user categories across various
measures. i) Replies. On all set, low frequency users re-
ceive highest replies and high frequency users seek mini-
mum replies (fig. 5a), whereas the trend seems to be reversed
when we consider the self-harm set – high frequency users
gather maximum and low frequency users receive minimum
replies (fig. 5d). This reveals that people on social media

converse more with low frequency users when they post non
self-harm content and people engage more with high fre-
quency users when they post self-harm content. ii) Likes.
Over recent years, from 2019 – 2022, the pattern of likes
across user categories has been similar for all set and self-
harm set (fig. 5b and 5e), low frequency users receive max-
imum number of likes whereas high frequency users obtain
minimum number of likes. This indicates social media users
do not prefer interacting with high frequency users through
likes. iii) Mentions. Usage of mention implies the want to let
the other party know about the problem or anticipate a solu-
tion. Mention for high frequency users increased drastically
since 2019, high frequency users avail the maximum usage
of mentions across all set and self-harm set (fig. 5c and 5f)
indicating they want their posts to reach to the maximum au-
dience, and in haste, the users tag all potential helpers. While
we observe an increase in mentions for high frequency users
since 2019, there is a dip in mentions for low and moderate
frequency users across all set and self-harm set. KS test in-
dicates statistical significance for results shown in Figure 5
with p < 0.001.

The takeaway is high frequency users garner maximum
replies for self-harm posts, whereas for general posts low
frequency users attract the most replies. For year 2018 –
2022, statistics for likes and mentions follow similar patterns
for various user categories across all set and self-harm set.
Likes received by a user on a normal post and on a self-harm
post are alike, and likes are not the preferred way of inter-
acting with high frequency users. Self-harm posts comprise
higher mentions as compared to general posts.
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Figure 6: Fraction of (a) original (b) retweeted and (c) replied posts in all set from 2017 - 2022 for various user categories.

Post Type User Category Distinct Frequent Keywords

original

low cope, feelings, depressed, stressful, crying, unhappiness, emotionless,
mistreatment, crying, attachment, loneliness, distress, longing, grief, stress

moderate existence, imprisons, calm, silenced, deprivation, isolate, relativesam, memories,
suicide, psychopath, awareness, hide, disappear, paranoia, invisibility

high admission, prevention, exams, intervene, discrimination, depression, anxiety,
stressed, sufferings, hospitalisation, cbse, exams, pandemic, students, covid

retweet

low dharmapuri, prayer, spiritual, coping, depressed, treatment, depression, patanjali,
psychotherapy, pranayama, ayurveda, meditating, buddha, yoga, depressant

moderate meditation, addictive, smoking, overcome, remorse, suicides, mindfulness, therapy,
psychiatric, depressed, addict, debilitating, suicidal, craving, medications

high study, stress, grades, delaying, appeal, student, universities, silence, education,
tuition, protest, campus, prevention, admission, exam

reply

low abused, oppression, slander, threatening, crimes, murders, vaccination, grievance,
assaulted, violence, hypocrisy, pervert, victim, rapists, molestation

moderate husbands, disorders, loneliness, marriage, dysfunction, introvert, societal,
depression, stigma, divorce, therapy, coping, patriarchal, matrimonial, feminists

high castes, student, cbse, delhi, panchayat, conferred, bharat, exam, declared, india,
xii, assessment, mandir, examination

Table 8: Distinct high frequency keywords in original posts, retweets and replies.

Publishing Posts. Users can publish posts in three ways:
original post, retweet, or reply. We analyse the timeline posts
of three user categories. Original post initiates a new discus-
sion or thread, retweeted post is the retweet of another post,
and replied post is the comment provided on another post.

In 2021 and 2022, all three user categories posted more
original content followed by replied and retweeted posts (fig.
6). From 2017 - 2022, retweeted posts are observed to be
minimal across all user categories, which indicate retweet is
not extensively used by users.

We find the most frequently used words in original posts,
retweets and replies across different user categories (ta-
ble 8). We leverage the use of KeyBERT for keyword ex-
traction, KeyBERT utilises BERT embeddings to generate
keyphrases and keywords that are the closest to the given
document (Grootendorst 2020). New conversation initiated
by a low frequency user mostly talks about depression,
stress, anxiety, and grief whereas a moderate frequency user
posts about invisibility, isolation, and question their exis-
tence. In retweets, users suggest methods for coping with
various mental issues through meditation, pranayama which

is a breath regulation exercise, yoga, prayer, and medica-
tion. In replies, users are more expressive about their per-
sonal lives and share their perspectives about society, fam-
ily, and personal matters like violence, divorce, and stigma.
High frequency users, across all the posts, often discuss
about exams, studies, students, results, and grades; this sec-
tion of self-harm users seems to be mostly students and are
trying to raise their concerns via new threads, retweets and
replies. There is variation in the posts made by low and mod-
erate frequency users across new posts, retweets and replies.
Whereas high frequency users seem to be constantly dis-
cussing about the same issue across all the posts.

Temporal Variation
We study the relation between user categories and variation
with time, we utilise the entire timeline data of 1.38M posts
for temporal analysis. Low frequency users report highest
average time gap between any two successive self-harm
post, followed by moderate and high frequency users (fig.
7a). One might argue, this observation was implied as low
frequency users post the least amount of self-harm posts, to
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Figure 7: (a) Average time gap between two successive self-harm post (b) average time gap between any two successive post
(c) time of the day when a post is created.

answer this, let us consider an example, a user posts three
self-harm posts on day 1, day 4 and day 11 respectively, av-
erage time gap between two successive posts is 5 days. On
the contrary, if the user posts on day 1, day 7 and day 15, the
average time gap will be 7 days. In both cases, user posted
three tweets but the average time gap differs, our method
of categorisation is solely dependent on the number of self-
harm posts. High frequency users tend to post self-harm con-
tent more frequently.

Similar statistics are observed for the average time gap
between any two successive posts, low frequency users are
reported to have the highest time gap (fig. 7b), which how-
ever has tremendously decreased over the past years. Low
frequency users are less involved towards self-harm and gen-
eral posts. On the other hand, high frequency users exhibit
elevated levels of activity for both self-harm and general
posts. If we look at the broader pattern, since 2017, the aver-
age time gap on self-harm posts has decreased for all three
user categories, indicating people are getting more engaged
and responsive to posts. KS test revealed results of fig. 7a
and 7b to be statistically significant with p < 0.001.

We analyse the time of the day when users post. People
with mental health issues may experience insomnia, they
might act differently from regular users in terms of their
online activities (Lustberg and Reynolds 2000). High fre-
quency users are more engaged as compared to low and
moderate frequency users from 3 am to 9 am and are least
active from 11 am to 7 pm (fig. 7). Sleep cycle is particu-
larly worse for high frequency users, who appear to be most
active in early mornings and less active during the day. Prior
work has suggested that disrupted sleep is one of the factors
that is closely associated with depressive illnesses (Abdel-
Khalek 2004). High frequency users are most prolific during
odd hours which raises concerns about their mental health.

Cognitive Attributes
We study cognitive measures such as readability, complexity
and repeatability for various user categories in all set.

Readability. Readability is a measure to gauge the ease
with which readers may understand a certain text (McCal-
lum and Peterson 1982). Readability is an important indica-
tor of people’s cognitive behaviour, and earlier research has

utilised this metric to comprehend the patterns of conversa-
tion in social networks (Ernala et al. 2017; Saha, Weber, and
De Choudhury 2018; Saha and Sharma 2020). We employ
Coleman-Liau Index (CLI) to calculate readability. CLI is
calculated as, CLI = 0.0588 ∗L− 0.296 ∗S− 15.8, where
L is the average number of letters per 100 words and S is
the average number of sentences per 100 words (Pitler and
Nenkova 2008).

We analyse the readability index in all set for different
user categories (fig. 8a). CLI for low and medium frequency
users are observed to be greater than 11 throughout the time-
line of six years, depicting that the data is fairly difficult to
read. For high frequency users CLI was lower than 8 un-
til year 2019, indicating the text is ideal for average readers,
but since then CLI has increased and in recent years is found
to be higher than low and moderate frequency users. This in-
dicates, as opposed to earlier years, high frequency users are
now expressing their thoughts in fairly complex language.

Complexity. Complexity is the average length of words
per sentence (Ernala et al. 2017; Saha and Sharma 2020).
Since 2019, there has been an increase in the complexity for
high frequency users with a decline in complexity for low
and medium frequency users (fig. 8b).

Our analysis reveals that, since 2019, for low and medium
frequency users there is a decrease observed in readability
and complexity, and there is an increase for high frequency
users. Earlier works (Ernala et al. 2017) have shown psy-
chosocial health to have a positive correlation with read-
ability and complexity. Note that, the data set used by (Er-
nala et al. 2017) is from year 2012 to 2016, which is dis-
joint with our data set which is from 2017 to 2022. If we
base our analysis on the arguments made by (Ernala et al.
2017), from year 2017 to 2019, high frequency users show
low scores for readability and complexity, indicating lower
well-being. With many new Indian people joining X over
the past few years (Basuroy 2022b), posting behaviour has
changed substantially, high frequency users form more com-
plex sentences as compared to low and moderate frequency
users.

Repeatability. Repeatability is the normalised count of
non-unique words, and correlates negatively with psychoso-
cial health (Ernala et al. 2017; Saha, Weber, and De Choud-
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Figure 8: (a) Readability (b) Complexity (c) Repeatability scores for all set across different user categories.

hury 2018). For high frequency users, repeatability is ob-
served to be higher as compared to low and moderate fre-
quency users (fig. 8), and higher repeatability is indicative
of low well-being.

Takeaway. Since 2020, high frequency users from India
have shown an increase in readability, complexity and re-
peatability, indicating they form more complex sentences
and repeat words as compared to low and moderate users.

Concluding Discussion
We gathered timeline information from 1.38 million posts
for 890 self-harm users in India. We opted for an auto-
mated transformer-based BERT model to classify 1.38 mil-
lion tweets as self-harm and non-self-harm. On the basis of
the number of self-harm tweets, we suggest a system to cat-
egorise self-harm users into three categories: low, moderate,
and high. We conducted a number of analysis to learn more
about the mental health of users in different categories. Ac-
cording to our findings, high frequency users are the most
active; they follow many individuals and, in contrast, obtain
fewer followers. High frequency users have highest com-
ment counts, and likes are not the preferred method of com-
munication with them. High frequency users had the worst
sleep patterns of all and tend to write long, complicated
phrases with repeated words. High frequency users show ev-
idence of poor mental health, this category of users require
quick assistance. The results of this study can provide assis-
tance in early healthcare intervention in cases of self-harm.

Implications
Rich literature on mental health has considered two cate-
gories of users - one who face anxiety and depression and
the other who does not. It is important not to place the users
in either of the two axes – positive or negative. People who
post mentally afflicting content can have different levels of
affliction, motivated via this, we proposed a method to clas-
sify self-harm users in different categories based on their
posting frequencies. Analysis reveals the psychosocial well-
being of users from different categories, and the longitudinal
analysis informs about the changing patterns across various
measures.

Our work has practical implications for preventing self-
harm. We currently assign each user a fixed category, but
this work can be modified to allow for dynamic categorisa-
tion, where users who appear to change their categories from
low to moderate or from moderate to high require immediate
attention and users who change their categories from mod-
erate to low or high to moderate can be seen benefiting from
social media.

Limitations and Future Work
We acknowledge the limitations of our work, some of which
suggest interesting areas for additional investigation. Our
analysis is probably affected by selection bias, we collect
publicly available data from X, given the stigma associated
with mental illness (Corrigan 2004), only a small fraction of
people prefer to post their opinions openly on social media.
Our dataset encompasses the timeframe from 2017 to 2022,
which coincided with the COVID-19 pandemic. This global
event profoundly affected individuals’ lives, with many ex-
periencing personal losses. As a result, the user behavior de-
picted in our findings may be influenced by this unique pe-
riod. It is imperative to recognise that conducting a similar
study during a different timeframe could yield varying be-
havioral outcomes.

While India boasts a rich linguistic diversity, our analysis
is confined to English tweets. It’s noteworthy that many In-
dians utilise code-mixing (such as, Hinglish) for their social
media interactions, suggesting a promising avenue for ex-
ploring tweet analysis across diverse Indian languages. Fur-
thermore, our analysis overlooks user demographics. Indi-
viduals of varying genders, ages, and locations encounter
distinct challenges. Delving into user characteristics at a
more granular level, rather than merely at the national level,
presents an intriguing opportunity for future research.

Ethics Statement
We utilise publicly available data from Twitter and we com-
mit to safeguard the privacy of individuals. In this paper, we
prioritise anonymity by removing all personal identity in-
formation and rephrasing the Twitter posts included in this
document to prevent identification. Nevertheless, we recog-
nise the potential negative impact of this work. Reporting
of user characteristics of different categories may lead to
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high anxiety levels among other users who may experience
similar pattern. Moreover, there exists a potential for mis-
use of the findings presented in this paper, particularly in the
development of commercial tools aimed at detecting levels
of depression. Such tools could be exploited in various do-
mains, including targeted hiring and insurance premium cal-
culation, thereby amplifying existing societal inequities.
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